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#### Abstract

Simulation of the navigation systems is required to develop efficient, reliable, and accurate algorithms for orientation problems. In this paper the astronavigation system is considered, and the star sensor simulation based on algorithmic mathematical model is discussed. The algorithms include the starry sky image obtaining, data processing, and stars identification. Two modifications of the known stars identification algorithm are proposed and related to the use of $k$-NN method in identification and stars selection criteria for increasing computational efficiency. Simulation of the described approach for star sensor is performed in MathWorks MATLAB. The simulation results show adequate results.


## 1. Introduction

For proper spacecraft control its orientation must be known with high precision. For the CubeSat satellite solution to the orientation problem could be computed using astronavigation system or inertial navigation system or their combination [1]. Inertial navigation is not autonomous and may not be available directly after launch without knowing initial conditions of the spacecraft orientation [2]. Oppositely, the astronavigation system is autonomous and could run without precise knowledge of initial conditions [3].

The main device of the astronavigation system is a star sensor. It consists of photo-sensitive matrix and a microcontroller for data processing. When a star sensor shutter is open the light from celestial objects falls on the photo-sensitive matrix and transformed into digital code and become a digital image. Further, different types of filtering are applied to this image and then the orientation problem is solved by special algorithms. Solution to the orientation problem is obtained by comparing the image obtained from the photo-sensitive matrix and a star catalogue [4, 5]. When the image coincides with some fragment of the starry sky formed from a star catalogue then the direction of the star sensor sight axis is intuitively defined as well as the spacecraft orientation. The algorithms that are intent to determine such coincidence are stars identification algorithms.

To develop efficient and reliable stars identification algorithms the modeling approach should be used [6]. For this purpose, an algorithmic model of starry sky image obtaining is needed as well as imitation of optical defects [7, 8, 9]. There are exists some algorithms for stars identification. In this paper the algorithm presented in work [8] is considered and modified and its practical realization is presented and discussed.

## 2. Star sensor simulation algorithm

An image of the starry sky could be obtained in different ways. The first one by using virtual planetarium software, for instance Stellarium [10]. The second way is based on computation of the stars projections on the focus plane using initial data from a star catalog. It is important to note that the second approach is considered since it autonomous and could be adjusted to characteristics of a particular star sensor. The whole simulation algorithm consists of several stages: starry sky image creation, optical defects formation via digital filters, and stars identification. Let us describe this algorithm in more details.

### 2.1. Star sky image creation

To begin with the stars data from a star catalogue is loaded. Hipparcos star catalogue was used in our calculations [11]. At the first step, the projections for the stars from a star catalogue are computed on the virtual focus plane of a star sensor. At the second step, different filters are applied to the image to simulate different optical defects, for instance, spherical aberration, image noise, distortion, or motion aberration. The resulted image is further used in the stars identification algorithm, where its processing starts also with applying digital filters but to remove optical defects if it is possible.

### 2.2. Stars centers computation

After the image is filtered then the centers of the bright objects on it are computing. For this purpose, a matrix with brightness levels is calculated in a line-at-a-time manner. The boundaries of the bright objects are identified when the value in the matrix is differ from zero. The center of each bright object is then computed as follows

$$
\begin{equation*}
x=\frac{\max \left(n_{x}\right)-\min \left(n_{x}\right)}{2}, \quad y=\frac{\max \left(n_{y}\right)-\min \left(n_{y}\right)}{2} \tag{1}
\end{equation*}
$$

where $x$ and $y$ are the corresponding coordinates (pixels) of the bright object center, $n_{x}$ and $n_{y}$ are the arrays of the bright object boundaries also stored as a pixels.

### 2.3. Stars identification

Stars identification is performed by comparison the disposition of the of the bright objects on the image with disposition of the stars from star catalogue. The comparison is performed using triangles that are formed by three stars or three bright objects. For this purpose, the projections on the virtual focus plane $P$ of the stars from a star catalogue are computed. In this computation the coordinate transformation between spherical (positions of the stars from a star catalogue) and cartesian coordinates (positions of the bright objects on the image) is used. The transformation of the tangent projection establish relation between spherical $(\alpha, \delta)$ and cartesian $(\xi, \eta)$ coordinates that results in the following equations

$$
\begin{align*}
& \xi=\frac{\operatorname{ctg}(\delta) \sin \left(\alpha-\alpha_{0}\right)}{\sin \left(\delta_{0}\right)+\operatorname{ctg}(\delta) \cos \left(\delta_{0}\right) \cos \left(\alpha-\alpha_{0}\right)} \\
& \eta=\frac{\cos \left(\delta_{0}\right)-\operatorname{ctg}(\delta) \sin \left(\delta_{0}\right) \cos \left(\alpha-\alpha_{0}\right)}{\sin \left(\delta_{0}\right)+\operatorname{ctg}(\delta) \cos \left(\delta_{0}\right) \cos \left(\alpha-\alpha_{0}\right)}, \tag{2}
\end{align*}
$$

where $\left(\alpha_{0}, \delta_{0}\right)$ are the average spherical coordinates for the triad of stars. This idea is illustrated on
Fig. 1, where $S$ is a star and $S^{*}$ is projection.


Figure 1. Illustration of the geometry of the stars projections on image plane
Further, all possible triangles are formed for all bright objects centers $\left(x_{i}, y_{i}\right)$ and for stars projections $\left(\xi_{j}, \eta_{j}\right)$. Then those triangles are compared (triangles based on the bright objects centers and triangles based on the stars projections) by side lengths. To determine the triangles likelihood two additional parameters are introduced

$$
\begin{equation*}
p=\frac{a}{c}, \quad q=\frac{b}{c} \tag{3}
\end{equation*}
$$

where $a, b$, and $c$ are the side lengths of a triangle with a condition that $c>b>a$. The likelihood criterion is defined as follows

$$
\left\{\begin{array}{l}
\left|p_{1}-p_{2}\right|<\varepsilon ;  \tag{4}\\
\left|q_{1}-q_{2}\right|<\varepsilon,
\end{array}\right.
$$

where $\left(p_{1}, q_{1}\right)$ are the corresponding parameters of triangles based on the bright objects centres, and $\left(p_{2}, q_{2}\right)$ has the same meaning but computed for stars projections case, and $\varepsilon$ is the likelihood tolerance.

In the described approach triangles based on the stars projections are computed for every three stars from a star catalogue. However, it is clearly ineffective since there a lot of stars that are located too far away from each other and cannot simultaneously show up on the image obtained by a star sensor. That implies that only computation of triangles that are fit in star sensor field of view make sense. To realize this a choice of the stars projections for which triangles are computed is made based on the angular distance between two stars projections

$$
\begin{equation*}
2 \operatorname{arctg}\left(\frac{\left\|r_{i}-r_{j}\right\|}{2}\right) \leq \gamma \quad i, j=\overline{1 \ldots n}, \quad j \neq i \tag{5}
\end{equation*}
$$

where $r_{k}$ is a radius vector for every star projection, and $\gamma$ is a constant equals to the angle of a star sensor field of view.

The information about triangles likelihood is stored in a special $n_{1} \times n_{2}$ matrix $N$, where $n_{1}$ is a number of the stars projections, and $n_{2}$ is a number of the bright objects on the image. When the likelihood condition (4) is satisfied then the corresponding element of the matrix $N$ is increased by 1. After the matrix $N$ is completed the maximal value in each column is determined as well as the corresponding row number. Eventually, computed pairs (columns and row numbers) of the bright objects and the stars projections are form the set of matching pairs. From this point the orientation of the star sensor sight axis could be easily calculated, for example, as a geometrical center of the stars projections group that match to the bright objects centers.

### 2.4. Verification of an identified star cluster

In practice, the configuration of the bright objects on the image might corresponds to more than one segments of the starry sky. In this case the described above approach has multiple solutions, say star clusters. That implies that the computed set of matched pairs is not enough to identify starry sky region wither the star sensor sight axis is oriented. To resolve this issue the distance between stars projections must be additionally taken into account.

The selection of the right star cluster could be done by utilizing idea of $k$-NN method. As a criterion for $k$-NN method the estimate of closeness $Q_{i}$ between every star projection is used. The closeness $Q_{i}$ is not the actual distance between two stars projections in a Euclidean sense. This is the number of the distances that are less than the star sensor field of view. This amount computed as a sum of satisfactions of the following condition

$$
\begin{equation*}
D_{d} \leq \gamma \tag{6}
\end{equation*}
$$

where $D_{d}$ is an element of the quadratic matrix $D$ with the values of the angular distances between stars projections. Finally, with $k$-NN method the group (star cluster) of the stars projections is selected as identified stars.

## 3. Simulation results

The described algorithmic mathematical model for a star sensor simulation including algorithm for the stars identification was realized in MathWorks MATLAB. Fig. 2 illustrates the created starry sky image (on the left) and the one computed from a star catalogue (on the right).


Figure 2. Simulation results: a) - created image of the starry sky, $\boldsymbol{\sigma}$ ) - starry sky image based on star catalogue and the corresponding identified stars

Red dots on the right represents the stars projections - candidates to be identified stars. However, the only few of them are forming group that satisfy criterion for the $k$-NN method. This group is selected as a set of stars corresponds to the bright objects on the image.

## 4. Conclusions and Discussions

In this paper the algorithmic model for simulation of a star sensor was described. To exclude some identification error, the $k$-NN method with the criterion related to the angular distance between stars projections was used. To increase the numerical efficiency of the algorithm stars projections are computed only for the combination of stars that are fit in the area related to the size of a star sensor field of view. The simulation was performed in MathWorks MATLAB and showed good identification results.
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